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Abstract: Organizations engaged in business, regardless of the industry in which they operate, must 

be able to extract knowledge from the data available to them. Often the volume of customer and 

supplier data is so large, the use of advanced data mining algorithms is required. In particular, 

machine learning algorithms make it possible to build predictive models in order to forecast 

customer demand and, consequently, optimize the management of supplies and warehouse 

logistics. We base our analysis on the use of the XGBoost as a predictive model, since this is now 

considered to provide the more efficient implementation of gradient boosting, shown with a 

numerical comparison. Preliminary tests lead to the conclusion that the XGBoost regression model 

is more accurate in predicting future sales in terms of various error metrics, such as MSE (Mean 

Square Error), MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error) and WAPE 

(Weighted Absolute Percentage Error). In particular, the improvement measured in tests using 

WAPE metric is in the range 15–20%. 

Keywords: sales forecasting; regression; gradient boosting; extreme gradient boosting (XGBoost); 

accuracy metrics 

1. Introduction

The retail sector has transformed over time, integrating IT innovation to interact 

better with today’s consumers increasingly connected to the Internet. Modern technology 

tools provide users with highly personalized and fluid experiences across every shopping 

channel. Companies by means of data analysis can offer a better customer experience, 

with faster, more reliable, services and better operational efficiency. 

The digital transformation and expansion of online commerce allows companies to 

implement an omni-channel strategy. Therefore, the need arises to manage the various 

sales channels and various stores of a company. This research aims to investigate the 

applicability and performance of approaches based on boosting techniques in a case study 

related to the sales prediction in a multi-store or multi-channel context. In particular, two 

different implementations are designed, implemented and preliminarily tested. The 

output of the developed approach helps an e-commerce company to automate its internal 

processes and optimize workflows. 

Most business companies have an online presence and have expanded online 

interfaces to offer additional services. Today, customers have the opportunity to browse 

an inventory, locate their purchases and collect them in the store. Companies are 

increasingly relying on data analysis for their operations, including product positioning, 

inventory optimization and forecasting of supply and demand. 

The use of technological tools in the sales sector, through both traditional channels 

and e-commerce websites, favors the collection of Big Data. These data contain valuable 
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information for companies, which can leverage them to develop effective business 

strategies. The large amount of data, their heterogeneity and the speed they are collected 

with, force the use of Big Data Analytics methods in order to mine this information [1]. In 

particular, machine learning provides several methods for optimizing the supply chain 

and product-sourcing operations, for both marketing and customer loyalty. Starting from 

data collected on product sales and consumer behavior, machine learning can offer highly 

personalized recommendations on the purchase of products. For example, customers can 

receive personalized content and product suggestions that could catch the customer 

interest. The analysis of historical data using machine learning makes it possible to 

evaluate a variety of factors in order to optimize the choice for suppliers [2,3] and the 

product-delivery routes for greater logistical efficiency [4,5]. The automated customer 

segmentation is very useful for maximizing sales, as it allows companies to understand 

the specific needs of customers and to communicate with them in a personalized way. For 

example, clustering analysis permits the identification of the best customers, encouraging 

them to make new purchases through targeted email marketing campaigns. 

Machine learning approaches are used in various technical and scientific applications 

for their ability to automate processes and improve performances. The research [6] 

presents a methodology, based on k-means clustering, which can be applied to 

automatically control the quality of various industrial production processes, such as 

turning, glazing and laser cutting. Authors [7] propose an approach that uses machine 

learning algorithms to process rock tunnel face images. The developed methodology is 

used to segment rock fractures and quantify the fracture traces. One study [8] discusses 

an automatic approach based on machine learning algorithms, such as a gradient boosting 

tree, for the automatic classification of rock traces. An added value of machine learning 

lies in its predictive nature. In fact, in addition to being able to detect the freshness of 

perishable goods [9], leakage in water-piping networks [10] and the wear of machinery 

[11], machine learning-based technologies are able to predict the propagation rate of the 

plume in underground water leakages [12], and customer behavior, future trends and 

market demand [13]. 

The paper is organized as follows. In this introductory section, the context in which 

the research is carried out and its objectives are briefly discussed, highlighting the impact 

of modern technological tools on sales. In the next section, the focus is on machine learning 

and its application to sales forecasting in different fields. In Section 3, the need to apply 

machine learning methods to sales prediction is highlighted. Furthermore, the 

motivations for the present research study and the contributions of the proposed 

predictive model are presented. With the aim of providing useful information for 

understanding the developed methodology, Section 4 describes in depth the algorithms 

used in the research, also providing some mathematical details. Then, the implementation 

of the implemented predictive models is discussed. Section 5 reports and interprets the 

experimental results of some preliminary tests. In particular, the different approaches are 

compared using different accuracy metrics. Finally, Section 6 draws the conclusions of the 

research and sets out future developments. 

2. Application of Machine Learning to Sales Prediction 

In recent years, machine learning has been applying more and more frequently to 

sales prediction, due to the different approaches it makes available based on the particular 

case study [14]. 

Machine learning allows the implementation of systems capable of automatically 

learning from data. The system processes historical data as input, in which it searches for 

repetitive models in order to extract patterns that allow it to predict future purchases and 

make better decisions. Therefore, the machine learning algorithm does not require any 

human programming as it automatically generates a model based on the data that it has 

analyzed. The main advantage of machine learning methods is the ability to process large 
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amounts of data from various sources. However, the result obtained depends on the 

quality and quantity of the available data. 

Machine learning algorithms need to be trained in order to provide reliable output. 

The main types of training approaches are supervised learning, reinforcement learning 

and unsupervised learning [15]. In the case of supervised learning, a model is built by 

using a labeled training dataset. During training, the model processes input data where 

the output signals of the data are known. In this type of training, the model learns to 

generalize and will be able to match the correct output to new input data. Reinforcement 

learning seeks to develop a system that improves its performance based on interactions 

with the environment. In this case, the information about the current state of the 

environment does not come from a label, but the feedback is provided by a reward signal. 

During this interaction with the environment, the agent performs some actions that 

receive a reward (positive real value) or a penalty (negative real value). If the agent has 

approached the target after the action, the feedback is positive and the reinforcement 

function awards a reward. Conversely, when the agent moves away from the target after 

the action, the feedback is negative and a penalty is assigned. Through the interaction with 

the environment, the agent takes an exploratory approach during which it learns a series 

of actions that maximize the reward. Finally, in the case of unsupervised learning, the 

model cannot be trained on a set of data prepared with the correct corresponding output, 

but it must autonomously identify the differences or similarities between the inputs by 

identifying their main characteristics. Therefore, the algorithm must discover any existing 

relationships. 

Each machine learning forecasting method is characterized by different strengths and 

weaknesses, such as stability, responsiveness, the amount of data needed, the planning 

time horizon and computational efficiency. For this reason, sometimes a combination of 

multiple methods can achieve the best results. Authors [16] present a sales forecasting 

approach that combines different clustering techniques, such as a self-organizing map 

(SOM), a growing hierarchical self-organizing map (GHSOM) and k-means, with different 

machine learning methods, such as support vector regression (SVR) and extreme learning 

machine (ELM). The resulting models are discussed and compared for computer product 

sales forecasting. Authors [17] discuss the use of three different machine learning 

approaches, such as Generalized Linear Model (GLM), Decision Tree (DT) and Gradient 

Boosting (GB), to predict sales. The comparative study of these different approaches 

shows that the GB model achieves better performance and greater accuracy. In particular, 

Root Mean Square Error (RMSE), Mean Square Error (MSE) and Absolute Error (AE) are 

calculated for the various approaches. 

In the field of sales prediction, methodologies based on approaches that implement 

boosting algorithms are of particular importance, due to the accuracy of the predictions 

[18–20]. In one study [21], an extreme gradient boosting (XGBoost) algorithm is used to 

implement a predictive model applied to the forecast of sales in the large-scale retail 

sector. The discussed method is tested on the prediction of various products and validated 

by comparing the predicted values with real data. Accuracy is measured by mean of MSE 

and RMSE errors. 

The ability to predict the occurrence of various business problems helps companies 

to act early, so that they can limit loss, and continue to profit. One study [22] discusses 

two different machine learning approaches that have been developed in order to predict 

back orders of a product. In detail, Distributed Random Forest (DRF) and GB algorithms 

are used. Models based on these two approaches show similar performance in predicting 

early back orders of products. The comparison has been made by using the Receiver 

Operating Characteristics (ROC) curve, the classification accuracy and the confusion 

matrix. 

The authors of the research [23] apply differently various machine learning 

approaches in order to forecast costs in the green construction industry. In particular, 

models based on XGBoost algorithms, deep neural networks (DNN) and random forest 
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(RF) have been developed and compared. The XGBoost model has been proved more 

accurate than the other models in terms of different performance evaluation metrics, such 

as MAE (mean absolute error), MSE, MAPE (mean absolute percentage error) and R2 

(coefficient of determination). 

3. Contribution of the Model 

The digital transformation, which has affected various aspects of human society, is 

bringing about changes in the sales sector. Technological innovation has led to the global 

success of e-commerce and multi-channel sales. Innovative tools provide new 

opportunities that companies active in the sector must seize to remain competitive on the 

market. In particular, modern methodologies based on machine learning algorithms make 

it possible to process the large amount of data that companies collect. The information 

extracted during data processing makes the company capable of devising winning market 

strategies and optimizing its processes. The prediction of sales is fundamental as it allows 

the optimization of warehouse management and processes related to the supply and sale 

of products. Various machine learning methodologies are spreading in modern research, 

but it is not yet possible to determine which is the best performing approach. Moreover, 

to the difficulty of identifying the appropriate model is added the awareness that there is 

no universally valid approach [13,14]. For this reason, it is necessary to carry out research 

in specific case studies, comparing different methodologies. 

The research proposed by this paper fits into this context, comparing two different 

implementations of boosting technologies in an interesting specific case study. The main 

purpose of the paper is to provide a multi-store company with an accurate tool for sales 

forecasting. Despite the numerous studies that deal with forecasting sales, there is no 

specific study that addresses the problem of predicting sales in a multi-store e-commerce, 

in a multi-channel sale or in a chain of stores. This research seeks to fill this gap by 

implementing and preliminarily testing an agile and flexible method that can be applied 

to different stores. For example, in the case of a multi-store e-commerce, the developed 

algorithm can be trained on a different dataset for each store, thus creating a different 

predictive model for each store. In fact, the implemented XGBoost-based approach offers 

the possibility of tuning its hyperparameters on the specific dataset and creating a specific 

model for each prediction. 

In the same way, it is possible to create a model using the historical data of two or 

more stores, in order to manage the sales of the corresponding sales channels or 

warehouses as a whole. This opportunity to train the model on a single store or on a 

selection of stores makes it flexible and adaptable to different situations. For example, in 

the case of a new product or an item that is rarely sold, there are not many data available, 

so it is convenient to train the model on a single training dataset containing the data of the 

various stores in order to have more precise information on the demand for the product. 

In the case of a new product, the time series of a similar product can also be used for 

training. 

4. Methodology 

In this paper we present a study related to an industrial project that aims to equip a 

company, active in the e-business sector, with innovative digital tools for the optimization 

of the stores management. Figure 1 shows the architecture of the system that has been 

designed to allow the company to automatically acquire electronic orders from the 

various company stores. The web service system permits the stores to interact with the 

headquarters. In fact, the web service software acquires the json files from the individual 

stores and deposits them in csv format in the Data Base. A technological platform 

processes the data collected using a predictive model based on machine learning 

algorithms. The company’s headquarters, by logging into the platform, has the possibility 

to analyze the output obtained by the predictive algorithms on a dashboard including 
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graphs and tables. The focus of this paper is about the implementation and testing of the 

machine learning model. 

 

Figure 1. Functional scheme of the proposed intelligent system. 

There are currently several methodologies for building predictive models. Decision 

trees (DT) are used to rank input data points or to predict values of output variables based 

on inputs supplied to the model [24–26]. Starting from DT, further performing techniques 

have been developed, such as the various boosting techniques. 

4.1. Boosting Approaches 

The first version of the boosting algorithm was Adaptive Boosting (AdaBoost), which 

builds a prediction model based on an ensemble of weak models [27]. In fact, a strong 

classifier �(�) is constructed as a linear combination of weak classifiers in the following 

form: 

��(�) = � ����(�)

�

���

= ����(�) + ����(�) 

where � represents the input data, ��(�) is the prediction of the �-th weak classifiers and 

�  denotes the number of iterations performed by the algorithm. In the generic � -th 

iteration, the corresponding weak learner is selected and the weight ��  is assigned in 

order to minimize the error [28], so finally, the output ����(�)  is computed. The N 

parameter is established in the training step. Unfortunately, the AdaBoost is afflicted by 

noise and, consequently, by overfitting. 

The Gradient Boosting (GB) algorithm is an evolution of the AdaBoost and is based 

on the calculation of the so-called residuals [29]. The residual is the difference between 

the real value � and the approximate value �� = �(�) that is predicted [30]. The goal of 

the algorithm is to minimize the loss function ���, �(�)�, which can be defined through 

MSE in the following form: 
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���, �(�)� =
1

�
�(�� − ���)

�

�

���

 

where � indicates the instance number. 

The model parameters are �  and the number �  of trees. These parameters are 

varied in order to minimize the following pseudo-residual: 

��� =
�����, �(��)�

��(��)
 

where � = 1, … , � e � = 1, … , �. 

The number �  of trees, which coincides with the number of gradient boosting 

iterations in the model, is a regularization parameter. In fact, by increasing � it is possible 

to reduce the error during the training phase. On the other hand, a too-high � value 

causes overfitting, which worsens the model’s ability to generalize [31,32]. 

XGBoost is a scalable technology that optimizes the boosting concept underlying the 

GB algorithm [33]. This efficient algorithm allows the implementation of a predictor with 

excellent mathematical ability and with reduced computational costs [21,23]. XGBoost is 

effective and flexible due to the various hyperparameters [34]. As in the case of the GB 

algorithm, XGBoost is based on the iteration of � steps that allow the writing of the 

function ��
(�)

, which represents the prediction, in the following form: 

��
(�)

= � ��(��)

�

���

= ��
(���)

+ ��(��) 

where �� denotes the i-th input feature, ��
(���)

 denotes the prediction at the step (� − 1) 

and ��(��) denotes the learner at the step �. 

The objective function, which provides an estimate of the model ability, is the sum of 

two contributions, that is, the training loss and the regularization term: 

���(�) = � �(�� − ���)

�

���

+ � �(��)

�

���

  

where �  is the loss function and �  is the number of the implemented observations. 

Here, �(��) expresses the complexity of the tree ��. The regularization term controls the 

complexity of the model and takes the following form: 

�(�) = �� +
�||�||�

2
 

where � is the number of the leaves of the tree and �� is the output scores of the leaves, 

so that ||�||� = ∑ ��
��

��� . The value � controls the minimum loss reduction necessary to 

further divide the leaf node and �  represents the regularization parameters. This 

regularization mechanism, which is not present in the standard GB algorithm, allows 

XGBoost to significantly reduce overfitting. 

The generic unregularized XGBoost algorithm can be expressed through the pseudo 

code that is shown in Algorithm 1. 

Algorithm 1. Pseudocode of the unregularized XGBoost algorithm. 

  XGBoost Algorithm 

  Input: ����, ����
���

�
 training set 

  Input: N tree (weak learners) 

  Input: ���, �(�)� differentiable loss function 

  Input: � learning rate 
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  Model initialization by using a constant value: ��
(�)(�) =

arg ���
�

∑ ����, �� �
���  

  for � = 1 to � 

1. Compute gradients and hessians: 

������ = �
�� ���, ������

������
�

�(�)�����(�)

 

ℎ����� = �
��� ���, ������

������
� �

�(�)�����(�)

 

2. Fit a tree by means of the training set ����, −
������

������
��

���

�

 by solving the 

following optimization problem: 

�� =
arg ���
� ∈ Φ

�
1

2
ℎ����� �−

������

ℎ�����
− ������

�

 

�

���

 

��(�) = ���(�) 

3. Update the model: 

��
(�)(�) = ��

(���)(�) + ��(�) 

  end 

  Output: ��
(�)

= ∑ ��(�) �
���  

 

XGBoost is a high-performance algorithm, in fact, it can be implemented on parallel 

architectures and its training is very fast [21,35–37]. Additionally, XGBoost has an 

embedded routine that optimizes the management of missing values. 

4.2. Implementation of the Models 

The boosting techniques that are based on an ensemble of weak predictive models 

allow the implementation of very accurate predictive models characterized by a small 

error from the comparison between real and predicted values [23,38]. 

In the present study, two different models based, respectively, on GB and XGBoost, 

are implemented and compared, with the aim of forecasting the daily orders of the various 

products in each branch of the company involved in the research project. The models have 

been trained using historical sales data. 

The training process leads to the generation of a model created for a specific objective. 

The first step is the definition of the target that consists of a careful analysis of the input 

data, in which the input variables and the output target variable of the model are 

identified. In this phase, supervised training takes place; in fact, the algorithms process 

examples consisting of pairs of inputs and outputs. During this procedure, the 

relationship that links the input variables with the output variable is extrapolated, and a 

model is created capable of processing new system inputs by automatically generating 

forecasts on the output values. Item Code, Ordered Quantity, Customer Code and Branch 

Code have been chosen as input variables. Additionally, Date is the output variable, 

which will be linked to the predicted quantity. 

For each branch, a file containing historical data has been generated (sales point) and 

two customized regression models have been created, which will be invoked in the 

prediction phase of a given order so as to evaluate the predictive behavior with respect to 

real behavior. The regression predictive models, GB regressor (GBR) and XGBoost 

regressor (XGBR), are able to predict the quantity of a product that will be sold in each 

branch in the next 7 days, provided a sufficiently rich number of historical data are 

available. In case the dataset is poor, it is possible to use the Augmented Data technique 
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already used in [21] and [39] to enrich insufficient data. In fact, in addition to the quality 

of the data, the quantity of data is also a factor that affects the method precision. 

The available data have been used to build datasets for each branch. In order to 

prevent the overfitting, a cross-validation technique has been also applied, so that 80% of 

the data have been used to build the corresponding training dataset, and the remaining 

20% has been adopted as a testing dataset useful for model validation. The data selection 

is random, by selecting 80% of each product sold in each branch. During the training, the 

model learns to correlate the various features and becomes able to generalize and, there-

fore, to predict the quantity of product sold when new data, different from the training 

data, are provided as input. 

Python programming language has been used to implement the GBR and the XGBR 

algorithms. This language has been chosen because it provides very powerful open-source 

tools and libraries, such as scikit-learn and XGBoost. In particular, the XGBRegressor and 

GridSearchCV classes of scikit-learn have been used for implementing the XGBR model. 

GridSearchCV is a fundamental class for automatically obtaining an accurate prediction, 

as it allows an optimal choice of the hyperparameters to be made, which improves the 

computational efficiency and the prediction accuracy of the model [21,40]. The main tun-

able XGBoost parameters are learning_rate, which is denoted by eta, n_estimators, 

max_depth, colsample_bytree, gamma, min_child_weight, alpha and lambda [41–43]. Eta 

is the learning rate and affects how quickly the model fits the residual error. N_estimators 

indicates the number of decision trees of the model. Max_depth denotes the maximum 

depth of a tree. Colsample_bytree refers to the features fraction that is sampled for con-

structing each tree. Gamma states exactly the minimum loss reduction that is required to 

make a node split. Min_child_weight determines the minimum sum of weights of all ob-

servations that is required in a child. Alpha and lambda control the regularization on leaf 

weight, respectively, by Lasso (L1 regularization) and Ridge (L2 regularization) tech-

niques. Max_depth, min_child_weight and lambda are also used to control overfitting. 

Algorithm 2 shows the algorithm useful for building a tree in the XGBoost regression 

model. Two tools are introduced, namely the similarity scores �� and the gain �. �� op-

timizes the tree growth, while � helps the various children to better split. Tree pruning 

is performed as a function of the difference between � and gamma, which is a tree com-

plexity parameter set by the user. If this difference assumes a positive value, the tree is 

not pruned. On the other hand, if the difference is negative, pruning is performed and, 

again, gamma is subtracted from the next gain value way up the tree. Finally, the output 

value is computed for the remaining leaves. 

Algorithm 2. Pseudocode for building the XGBoost tree for regression. 

  XGBoost Regression Tree Algorithm 

  Compute the similarity score: �� =
(��� �� ���������)�

������ �� ���������
+ ������ 

  Compute the gain: � = ���� ���� (��) + ���ℎ� ���� (��) − ���� (��) 

  Prune the tree: 

1. Compute � = � − ����� 

2. while  � < 0 

prune and update the value of � 

3. Compute output value for the remaining leaves: ������ ����� =
��� �� ���������

������ �� ���������
+ ������ 

 

5. Preliminary Testing 

The model has been validated through tests conducted on the prediction of several 

products that catch company interest. 
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Figure 2a,b show the prediction of the sale of a given product in a specific branch 

performed, respectively, by GBR and XGBR. The prediction data (orange plot) are com-

pared with the real values (blue plot). 

The qualitative comparison of Figure 2a,b shows greater accuracy of the XGBoost 

model. The suitability of this last method is confirmed by the analysis carried out by the 

main accuracy metrics. 

In detail, the metrics [44,45] used to evaluate the accuracy of the two developed mod-

els are the following: 

MSE =
1

n
�(�� − ���)

�

�

���

 

MAE =
1

n
�|�� − ���|

�

���

 

MAPE =
1

n
� �

�� − ���

��
� 100%

�

���

 

WAPE =
1

n

∑ |�� − ���|
�
���

∑ |��|
�
���

100% 

WAPE (weighted absolute percentage error) is very important in the calculation of 

the forecast error, in fact it is the absolute error averaged over the real requested quantity 

[46]. Therefore, compared to MAPE, WAPE allows the estimation in a more balanced way 

of the impact of the prediction on sales and profits [47,48]. MAPE is a good metric for 

measuring forecast errors, but it is not indicative in the case in which sales are intermittent 

or assume values close to zero. WAPE is a metric that overcomes this problem by 

weighting the error on total sales. 

Figure 3 shows the values of the accuracy obtained for the test reported in Figure 2. 

The XGBoost model allows more accurate results to be obtained. 

Table 1 summarizes the meaning and values of the main hyperparameters that were 

used during the run of Figure 2b. These values were automatically tuned by using 

GridSearchCV. Regarding the parameters of the GBR model, the following choices were 

made: n_estimators = 500, max_depth = 4, min_samples_split = 2, learning_rate = 0.01. 

 
(a) 
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(b) 

 

Figure 2. Predictive model test for a specific product and branch: (a) Gradient Boosting; (b) XGBoost. 

Table 1. Setting of hyperparameters for the developed XGBoost model. 

Hyperparameter Value Meaning 

Eta (learning_rate) 0.1 Shrinkage coefficient of each tree 

N_estimators 215 Number of estimators 

Max_depth 4 Maximum depth of the tree 

Colsample_bytree 0.9 Subsample ratio of columns for each tree 

Gamma 0 
Minimum loss function reduction to make new tree-

split 

Min_child_weight 1 Minimum sum of weights in a child 

Alpha 0 L1 regularization term on leaf weights 

Lambda 1 L2 regularization term on leaf weights 

 

 
(a) 
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(b) 

Figure 3. Accuracy metrics referred to the validation test of the GB and XGBoost models: MAPE (a); 

MSE, MAE and WAPE (b). 

A second test was performed on a new product recently launched in two different 

stores, which stock up in the same warehouse, see Figure 4 for the test results. The predic-

tions carried out by the XGBoost model are now less accurate than in the previous test, as 

the training dataset is less rich. The model fails to predict sales trends well. Figure 4c 

shows the results of the prediction performed with the XGBoost model trained on data 

collected from both stores. In this case, the prediction is more accurate. For completeness, 

Figure 5 also shows the comparison with the prediction reached using the GB model 

trained on the same assembled dataset. As in the test shown in Figure 2, the XGBoost 

model proves to be performing better than the GB model. In Figure 5, the accuracy metrics 

confirm the considerations made for this second test. 

 
(a) 
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(b) 

 
(c) 

Figure 4. Predictive model test for a product just launched on the market and sold in two stores, 

indicated with st.1 and st.2: (a) XGBoost prediction for st.1; (b) XGBoost prediction for st.2; (c) com-

parison of XGBoost and GB prediction for the overall sales in st.1 and st.2. 

 
(a) 
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(b) 

Figure 5. Accuracy metrics referred to the second validation test: MAPE (a); MSE, MAE and WAPE 

(b). 

6. Conclusions 

A prototype platform is developed to address the difficult task of managing a trading 

company, which consists of several branches and warehouses, by means of automatic dig-

ital tools. The large amount of data collected, which needs to be processed, makes this task 

very challenging. The goal of this research is to develop and test two accurate and predic-

tion models based on a gradient boosting algorithm. For this purpose, two different im-

plementations are made, namely GB regressor and XGBoost regressor. Their comparison 

by mean of various accuracy metrics (MAE, MSE, MAPE, WAPE) highlights that XGBoost 

is the best performing algorithm. Preliminary tests are carried out for two specific prod-

ucts of a given point of sale. In the first test, the models are applied to the prediction of 

the sales of a product already on the market. In the second test, the behavior of the 

XGBoost model in predicting the sales of a product recently launched on the market is 

studied. In this case, better results are obtained by training the model on a dataset that 

includes data from two stores belonging to the same company and using the same ware-

house. In the subsequent research phase, the method will be tested on the prediction of 

the sale of products sold in small quantities. In this case, the AD technique will be used in 

order to increase accuracy. 
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